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Abstract

This paper shows how empirical human reasoning
traces can be formalised and automatically analysed
against dynamic properties they fulfil. To this end, for
the reasoning pattern called ‘reasoning by assumption’ a
variety of dynamic properties have been specified, some
of which are considered characteristic for the reasoning
pattern, whereas some other properties can be used to
discriminate between different approaches to the
reasoning. These properties have been automatically
checked for the traces acquired in experiments
undertaken.

1. Introduction
Practical reasoning processes are often not limited to single
reasoning steps, but extend to traces or trajectories of a
number of interrelated reasoning steps over time. This paper
presents experiments and an analysis for a pattern called
‘reasoning by assumption’. This (non-deductive) practical
reasoning pattern involves a number of interrelated
reasoning steps, and uses in its reasoning states not only
content information but also meta-information about the
status of content information and about control. For this
reasoning pattern human reasoning protocols have been
acquired, analysed, formalised, checked on dynamic
properties and compared. As a vehicle a temporal technique
has been exploited which was already shown to be a useful
analysis tool for reasoning processes in (Jonker and Treur,
2002).

Below, first the underlying dynamic perspective on
reasoning is discussed in some more detail, and focussed on
the pattern ‘reasoning by assumption’. Next some more
details of the temporal language used are described. It is
shown how think-aloud protocols involving reasoning by
assumption can be formalised to reasoning traces. A number
of the dynamic properties that have been identified for
patterns of reasoning by assumption are shown. For the
acquired reasoning traces the identified dynamic properties
have been (automatically) checked.

2. The Dynamics of Reasoning
Analysis of reasoning processes has been addressed from
different areas and angles, for example, Cognitive Science,
Philosophy and Logic, and AI. For reasoning processes in
natural contexts, which are usually not restricted to simple

deduction, dynamic aspects play an important role and have
to be taken into account, such as dynamic focussing by
posing goals for the reasoning, or making (additional)
assumptions during the reasoning, thus using a dynamic set
of premises within the reasoning process. Also dynamically
initiated additional observations or tests to verify
assumptions may be part of a reasoning process. Decisions
made during the process, for example, on which reasoning
goal to pursue, or which assumptions to make, are an
inherent part of such a reasoning process. Such reasoning
processes or their outcomes cannot be understood, justified
or explained without taking into account these dynamic
aspects. The approach to the semantical formalisation of the
dynamics of reasoning exploited here is based on the
concepts reasoning state, transitions and traces.

Reasoning state.  A reasoning state formalises an
intermediate state of a reasoning process. The set of all
reasoning states is denoted by RS.

Transition of reasoning states.  A transition of reasoning
states or reasoning step is an element  < S, S’ > of  RS x RS. A
reasoning transition relation is a set of these transitions, or
a relation on RS x RS that can be used to specify the allowed
transitions.

Reasoning trace.  Reasoning dynamics or reasoning
behaviour is the result of successive transitions from one
reasoning state to another. A time-indexed sequence of
reasoning states is constructed over a given time frame (e.g.,
the natural numbers). Reasoning traces are sequences of
reasoning states such that each pair of successive reasoning
states in such a trace forms an allowed transition. A trace
formalises one specific line of reasoning. A set of reasoning
traces is a declarative description of the semantics of the
behaviour of a reasoning process; each reasoning trace can
be seen as one of the alternatives for the behaviour. In the
next section a language is introduced in which it is possible
to express dynamic properties of reasoning traces.

The specific reasoning pattern used in this paper to
illustrate the approach is ‘reasoning by assumption’ . This
type of reasoning often occurs in practical reasoning; for
example, in everyday reasoning, diagnostic reasoning based
on causal knowledge, and reasoning based on natural
deduction. An example of everyday reasoning by
assumption is ‘Suppose I do not take my umbrella with me.
Then, if it starts raining, I will get wet, which I don’ t want.
Therefore I'd better take my umbrella with me’ . An example
of reasoning by assumption in the context of a game of



Master Mind is: ‘Suppose there is a red pin at position 1.
Then, guessing the code [red-blue-white] would at least
provide one "correct" point. But if I try, it turns out I do not
receive any "correct" points. Therefore there is no red pin at
position 1.’  Examples of reasoning by assumption in natural
deduction are as follows. Method of indirect proof: ‘If I
assume A, then I can derive a contradiction. Therefore I can
derive not A’ . Reasoning by cases: ‘If I assume A, I can
derive C. If I assume B, I can also derive C. Therefore I can
derive C from A or B’ . Notice that in all of these examples,
first a reasoning state is entered in which some fact is
assumed. Next (possibly after some intermediate steps) a
reasoning state is entered where consequences of this
assumption have been predicted. Finally, a reasoning state is
entered in which an evaluation has taken place; possibly in
the next state the assumption is retracted, and conclusions of
the whole process are added.

3. A Temporal Trace Language
In recent literature on Computer Science and Artificial
Intelligence, temporal languages to specify dynamic
properties of processes have been put forward; for example,
Dardenne, Lamsweerde and Fickas, 1993; Dubois, Du Bois
and Zeipen, 1995; Herlea, Jonker, Treur, and Wijngaards,
1999). To specify properties on the dynamics of reasoning
processes in particular, the temporal trace language TTL
used in (Herlea et al., 1999; Jonker and Treur, 1998) is
adopted. This is a language in the family of languages to
which also situation calculus (Reiter, 2001) and event
calculus (Kowalski and Sergot, 1986) belong, and was also
succesfully used to analyse multi-representational reasoning
processes in (Jonker and Treur, 2002).

Ontology.  An ontology is a specification (in order-sorted
logic) of a vocabulary. For the example reasoning pattern
‘reasoning by assumption’  in a game of Master Mind the
state ontology includes unary relations such as assumed and
rejected_code on sort INFO_ELEMENT and binary relations
such as prediction_for, observation_result_for and
holds_in_world_for on INFO_ELEMENT x INFO_ELEMENT. The
sort INFO_ELEMENT includes specific domain statements
such as at(red, 1), code(red, white, blue), answer(black, black,
black).

Reasoning state.  A (reasoning) state for ontology Ont is an
assignment of truth-values {true, false} to the set of ground
atoms At(Ont). The set of all possible states for ontology Ont

is denoted by STATES(Ont). A part of the description of an
example reasoning state S is:

assumed(code(red, white, blue)) : true
prediction_for(answer(black, empty, empty),

code(red, white, blue)) : true
observation_result_for(answer(white), code(red, white, blue)): true
rejected_code(code(red, white, blue)) : false

RS is the sort of all reasoning states of the agent. For
simplicity in the formulation of properties WS is the set of all
substates of elements of RS, thus WS is the set of all world
states. The standard satisfaction relation |== between states
and state properties is used: S |== p means that state property

p holds in state S. For example, in the reasoning state S
above it holds S |== assumed(code(red, white, blue)).

Reasoning trace.  To describe dynamics, explicit reference
is made to time in a formal manner. A fixed time frame T is
assumed which is linearly ordered. Depending on the
application, for example, it may be dense (e.g., the real
numbers), or discrete (e.g., the set of integers or natural
numbers or a finite initial segment of the natural numbers).
A  trace  γ  over an ontology  Ont  and time frame T  is a
mapping γ : T → STATES(Ont), i.e., a sequence of reasoning
states γt (t ∈ T) in  STATES(Ont). The set of all traces over
ontology Ont is denoted by Γ(Ont), i.e., Γ(Ont) = STATES(Ont)

T.
The set Γ(Ont) is also denoted by Γ if no confusion is
expected.

Expressing dynamic properties.  States of a trace can be
related to state properties via the formally defined
satisfaction relation |== between states and formulae.
Comparable to the approach in situation calculus, the sorted
predicate logic temporal trace language TTL is built on
atoms such as state(γ, t) |== p, referring to traces, time and
state properties. This expression denotes that state property p
is true in the state of trace γ at time point t. Here |== is a
predicate symbol in the language (in infix notation),
comparable to the Holds-predicate in situation calculus.
Temporal formulae are built using the usual logical
connectives and quantification (for example, over traces,
time and state properties). The set TFOR(Ont) is the set of all
temporal formulae that only make use of ontology Ont. We
allow additional language elements as abbreviations of
formulae of the temporal trace language. The fact that this
language is formal allows for precise specification of
dynamic properties. Moreover, editors can and actually have
been developed to support specification of properties.
Specified properties can be checked automatically against
example traces to find out whether they hold.

4. The Experiment
Participants. Thirty subjects participated in the experiment.
They were divided into two groups of 15. Group 1 consisted
of ’AI-scientists’, all working at the Department of Artificial
Intelligence at the Vrije Universiteit Amsterdam. Group 2
consisted of ’non-scientists’, a random set of friends and
relatives of the authors. Some of them were students, but
none of them had any background related to AI. Group 1
included 10 males and 5 females. Group 2 included 9 males
and 6 females. The average age of both groups was
approximately 28 years.

Method. The subjects were asked to solve a simplified
game of Master Mind. Before starting the experiment, they
were given the following instructions:

The opponent picks a secret code consisting of three pegs, each
peg being one of eight colors. Your goal is to guess the exact
positions of the colors in the code in as few guesses as possible.
After each guess, the opponent gives you a score of exact and
partial matches. For each of the pegs in your guess that is the
correct color in the correct position, the opponent will give you an



’exact’ point (represented by a black pin). If you score 3 black pins
on a guess, you have guessed the code. For each of the pegs in the
guess that is a correct color in an incorrect position, the opponent
will give you an ’other’ point (represented by a white pin).
Together, the black and white pins will add up to no more than 3.
Notice that the positions of the black and white pins do not
necessarily relate to the positions of the colors. Within this specific
experiment, one initial guess has already been done for you.
While doing the experiment, please think aloud, explaining each
step you perform.

For each participant, the solution code was the same, namely
the combination [blue-white-red]. The initial guess
mentioned above was always the combination [red-white-
blue]. Hence, the provided answer corresponding to the
initial guess was [black-white-white].

Example. Below an example trace is shown, and the way in
which it was formalised in order to automatically check its
properties.

So, this is the first guess. Right. The national flag of Holland.
Exactly.
And this means that one of the colors is in the good place…ánd
good color ánd good place, and also the other two colors are
correct but they are not in the good place.
Exactly.
Right? Okay. So, what I'm going to do now. I'm going to…I'm
trying to find out which of the colors is in a good place, first. So,
let's say I say it's the red one. Maybe. So, I'm going to put the red
here. And then, change these two.
[red-blue-white]
Okay, so this is your guess?
This is my guess.
Then my answer is like this…
[white-white-white]
…two, and three.
Okay, so it wasn’t the red. Okay. I will always use these ones,
apparently. Then, keep the white and exchange red and blue.
[blue-white-red]
Okay, so why do you do this?
I’m testing now if the white one is in the good position.
Okay. So then my answer is this. Congratulations!
[black-black-black]

Formalisation of this trace:
focus_assumed(at(red, 1))
code_extention_for(code(red, blue, white), at(red, 1))
assumed(code(red, blue, white))
prediction_for(answer(black, black, black), code(red, blue, white))
to_be_observed_for(answer, code(red, blue, white))
observation_result_for(answer(white, white, white), 

code(red, blue, white))
rejected_code(code(red, blue, white))
rejected_focus(at(red, 1))
focus_assumed(at(white, 2))
code_extention_for(code(blue, white, red), at(white, 2))
assumed(code(blue, white, red))
prediction_for(answer(black, black, black), code(blue, white, red))
to_be_observed_for(answer, code(blue, white, red))
observation_result_for(answer(black, black, black), 

code(blue, white, red))

5. Dynamic Properties
In this section a number of the most relevant of the dynamic
properties that have been identified as relevant for patterns
of reasoning by assumption are presented. Two categories of
dynamic properties exist. The first category is specified by
characterising properties. These are properties that are
expected to hold for all reasoning traces. In contrast, the
second category contains discriminating properties,
properties that distinguish several types of traces from each
other. Within each category, global properties (GP’s,
addressing the overall reasoning behaviour) as well as
executable properties (EP’s, addressing the step by step
reasoning process) are given.

5.1 Characterising Properties

GP1 Termination of assumption determination
The generation of new assumptions will not go indefinitely.

∀γ:Γ ∃t:T ∀A:INFO_ELEMENT
   ∀t’:T ≥ t:T   [ state(γ,t’) |== assumed(A) ⇒

state(γ,t) |== assumed(A) ]

This property holds for all traces, which is not very
surprising, since the experiments did not last forever.

GP2 Correctness of rejection
Everything that has been rejected does not hold in the world
situation.

∀γ:Γ ∀t:T ∀A:INFO_ELEMENT
   state(γ,t) |== rejected_code(A)  ⇒

state(γ,t) |=/= holds_in_world_for(answer(black, black, black), A)

This property holds for all traces, leading to the conclusion
that none of the participants makes the error of rejecting
something that is true.

GP3 Completeness of rejection
After termination, all assumptions that do not hold in the
world situation have been rejected.

∀γ:Γ ∀t:T ∀A:INFO_ELEMENT
   termination(γ,t)
   ∧ state(γ,t) |== assumed(A)
   ∧ state(γ,t) |=/= holds_in_world_for(answer(black, black, black), A)
   ⇒ state(γ,t) |== rejected_code(A)

Here termination(γ, t)  is defined as
   ∀ t’: T    t’ ≥  t  ⇒ state(γ, t) = state(γ, t’).

This property holds for all traces, implying that all
participants eventually reject their incorrect assumptions.
However, note that some of these rejections were made
implicitly. For instance, consider the situation that a subject
first assumes that the code is [red-blue-white], and
subsequently assumes that the code is [blue-white-red]. In
that case, we included the predicate rejected_code(red, blue,
white) in the trace, whilst the subject did not state this
explicitly.



GP4 Guaranteed Outcome
After termination, at least one evaluated assumption has not
been rejected.

∀γ:Γ ∀t:T
   termination(γ,t)  ⇒ [ ∃A:INFO_ELEMENT state(γ,t) |==

assumed(A) ∧ state(γ,t) |=/= rejected_code(A) ]

This property holds for all traces, implying that every
subject eventually finds the solution.

EP1  Observation initiation effectiveness
For each prediction an observation will be made.

∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT
   state(γ,t) |== prediction_for(B,A)
   ⇒  [ ∃t’:T ≥ t:T   state(γ,t’) |== to_be_observed_for(answer, A) ]

This property holds for all traces, leading to the conclusion
that in every case that a prediction was made, this was
followed by a corresponding observation.

EP2  Observation result effectiveness
If an observation is made the appropriate observation result
will be received.

∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT
   state(γ,t) |== to_be_observed_for(answer, A) ∧

state(γ,t) |== holds_in_world_for(B,A)
   ⇒  [ ∃t’:T ≥ t:T   state(γ,t’) |== observation_result_for(B,A) ]

This property holds for all traces. Thus, in all traces, the
opponent provided the correct answers.

EP3   Evaluation effectiveness
If an assumption was made and a related prediction is
falsified by an observation result, then the assumption is
rejected.

∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT
   state(γ,t) |== assumed(A) ∧ state(γ,t) |== prediction_for(B,A)
   ∧ state(γ,t) |== observation_result_for(C,A) ∧ B ≠ C
   ⇒  [ ∃t’:T ≥ t:T   state(γ,t’) |== rejected_code(A) ]

This property, which relates to GP2, holds for all traces.
Thus, all participants correctly rejected a certain assumption
when they had reason to do this (namely, when the
corresponding prediction was falsified by an observation
result).

5.2 Discriminating Properties

GP5 Correctness of assumption
Everything that has been assumed holds in the world
situation.

∀γ:Γ ∀t:T ∀A:INFO_ELEMENT
   state(γ,t) |== assumed(A)  ⇒

state(γ,t) |== holds_in_world_for(answer(black, black, black), A)

This property only holds in four of the 30 cases. By
checking it, the subjects that made only correct assumptions
can be distinguished from those that made some incorrect
assumptions during the experiment. Put differently, the
subjects that immediately make the right guess are
distinguished from those that need more than one guess.

GP6 Assumption grounding
Everything that has been assumed was based on an
underlying focus (and code extention).

∀γ:Γ ∀t:T ∀A:INFO_ELEMENT
   state(γ,t) |== assumed(A)
   ⇒ [ ∃t':T < t:T  ∃B:INFO_ELEMENT  state(γ,t') |==
        focus_assumed(B) ∧ state(γ,t') |== code_extension_for(A,B) ]

This property holds in 26 of the 30 cases. Hence, the
majority of the subjects always generate their assumptions
in two steps: first, they assume a certain color for one of the
three positions, and then they extend this focus with
assumptions for the other two positions. In contrast, four
cases were found where the participants did not reason this
way. These participants assumed a certain code without an
underlying focus. There are two possible explanations for
this phenomenon. One is that they did in fact make the focus
assumption internally, but that this simply could not be
derived with certainty from their externally observable
behavior. The second explanation is that they did not quite
understand the rules of the game, and hoped to make some
progress by simply choosing a random code.

GP7 Observation Effectiveness
For each assumption, the agent eventually obtains the
appropriate observation result.

∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT
   state(γ,t) |== assumed(A) ∧ state(γ,t) |== holds_in_world_for(B,A)
   ⇒  [ ∃t’:T ≥ t:T   state(γ,t’) |== observation_result_for(B,A) ]

This property holds for all but three of the traces. In these
three cases people make an assumption that cannot be right,
according to the information they have. However, they
correct themselves before they decide to observe the answer
to this wrong assumption. Thus, the answer to the incorrect
assumption is never obtained.

GP8 Essential Assumption
When a solution has been found, this was due to the focus
at(white, 2).

∀γ:Γ ∀t:T
   termination(γ,t) ∧ state(γ,t) |== assumed(code(blue, white, red))
   ⇒ [ ∃t':T < t:T
       state(γ,t') |== focus_assumed(at(white, 2)) ∧ state(γ,t') |==

code_extension_for(code(blue, white, red),at(white, 2)) ]

This property holds in 25 of the 30 cases. Thus, the majority
of the subjects found the solution, [blue-white-red], thanks
to the assumption that the white pin was at position 2.
However, other strategies are used as well, e.g. focusing on
the red or the blue pin.

GP9 Initial Assumption
The first focus assumption made was at(red, 1).

∀γ:Γ ∃t:T
   state(γ,t) |== focus_assumed(at(red, 1))
   ∧ [ ∀t':T < t:T  ∀A:INFO_ELEMENT
       state(γ,t') |== focus_assumed(A) ⇒ A = at(red, 1) ]

This property holds in 18 of the 30 cases. Thus, 18
participants started reasoning by assuming that the red pin



was at position 1. Given the fact that they wanted to keep
one of the colors at its initial position, and all three options
have an equal probability to be the solution, this seems a
logical choice, because it is the first pin they encounter
when looking from left to right. Nevertheless, there were
still 12 participants that started in a different way.

EP4 Prediction Effectiveness
For each assumption that is made a prediction will be made.

∀γ:Γ ∀t:T ∀A:INFO_ELEMENT
   state(γ,t) |== assumed(A)
   ⇒  [ ∃t’:T ≥ t:T  ∃B:INFO_ELEMENT

state(γ,t’) |== prediction_for(B,A) ]

This property holds in 26 of the 30 cases. So in four cases
the subjects make an assumption for which no prediction is
made. Three of these four traces have already been
discussed at GP7. The fourth trace involves a situation
where a person has the following reasoning pattern: "… Let's
use one of the colors twice. What would happen in that
case? Well, I don’ t know. Let's just see what happens… "
Hence, the subject tries a code of which he intuitively thinks
that it is an intelligent guess, without really understanding
why. Therefore, he does not make a prediction.

EP4’ Prediction Optimism
For each assumption that is made the prediction
answer(black, black, black) will be made.

∀γ:Γ ∀t:T ∀A:INFO_ELEMENT
   state(γ,t) |== assumed(A)
   ⇒  [ ∃t’:T ≥ t:T
           state(γ,t’) |== prediction_for(answer(black, black, black),A) ]

This property is a variant of property EP4. It holds in 24 of
the 30 cases. In these cases the subjects predict for every
assumption they make, that it is the correct solution.
Nevertheless, for 6 subjects the property does not hold. Four
of these six subjects are those that make no predictions at all
(see EP4). The interesting cases, however, are the two
subjects that do make predictions, but that predict that their
assumptions are NOT entirely correct. It turned out that this
way of reasoning was part of a deliberate strategy of the
subjects. What they did was making a focus assumption
(e.g. a red pin is at position 1), and then extending this focus
by adding ’neutral’ colors (e.g. assuming the code [red-
yellow-yellow]). By doing this, the subject already knows
that her guess will not be entirely correct, but she still makes
this guess in order to receive partial information of the
solution in a very systematic way.

6. Results
By means of the special checking software mentioned
earlier, all specified properties have been checked
automatically against all traces to find out whether they
hold. In Table 1 an overview of the results is shown. In this
table, an X indicates that the property holds for that
particular trace. The final row provides the number of
guesses needed by each subject to solve the problem.

Group 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

GP1 X X X X X X X X X X X X X X X

GP2 X X X X X X X X X X X X X X X

GP3 X X X X X X X X X X X X X X X

GP4 X X X X X X X X X X X X X X X

GP5 X - - - - - - - - - - - - X -

GP6 X X X X - - X X X X X X X X X

GP7 X X X X X - X X X X X X X X -

GP8 X X - X X X X X X - X X X X X

GP9 - - - - - X X X X - X X X - -

EP1 X X X X X X X X X X X X X X X

EP2 X X X X X X X X X X X X X X X

EP3 X X X X X X X X X X X X X X X

EP4 X X X X X - X X X - X X X X -

EP4’ X X - X X - X X X - X X X X -

steps 1 2 3 3 3 3 3 2 3 3 2 3 2 1 3

Group 2
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

GP1 X X X X X X X X X X X X X X X

GP2 X X X X X X X X X X X X X X X

GP3 X X X X X X X X X X X X X X X

GP4 X X X X X X X X X X X X X X X

GP5 - - - X - - - - - - X - - - -

GP6 X X - X X X X X X X X X - X X

GP7 X X - X X X X X X X X X X X X

GP8 X X - X X X X - X X X X - X X

GP9 X X X - X X X X - X - - X X X

EP1 X X X X X X X X X X X X X X X

EP2 X X X X X X X X X X X X X X X

EP3 X X X X X X X X X X X X X X X

EP4 X X - X X X X X X X X X X X X

EP4’ X X - X X - X X X X X X X X X

steps 3 3 3 1 3 2 2 3 3 2 1 3 3 3 2

Table 1  Overview of the results: traces against properties

In addition to the above, logical relationships have been
identified between properties at different abstraction levels.
An overview of the identified logical relationships relevant
for overall property GP7 is depicted as an AND-tree in
Figure 1. For example, the relationship at the highest level
expresses that IP1 & EP2 => GP7 holds. Here, IP1 is an
intermediate property, expressing the dynamics of the
reasoning between two milestones. Intermediate properties
address smaller steps than global properties do, but bigger
steps than executable properties do. At a lower level, Figure
1 depicts the relationship EP4 & EP1 => IP1.

Figure 1  Logical relationships between dynamic properties

GP7

IP1

EP2EP4 EP1



Notice that the results given in Table 1 validate these
logical relationships. For instance, in all traces where EP4,
EP1 and EP2 hold, also GP7 holds. Due to space limitations,
only one logical relationship is shown. However, documents
containing all relationships (including many more
intermediate properties) as well as all human reasoning
traces can be found at the following URL:
http://www.cs.vu.nl/~tbosse/mastermind/.

7. Discussion
Within our experiment, the number of guesses needed by the
subjects in order to solve the problem varied between one
and three. However, the subjects that only needed one guess
did not know beforehand that their guess would be correct.
They were just lucky, since other solutions were possible,
given the initial situation. Thus, their strategy was not
optimal. Nevertheless, an analysis of this specific problem
has pointed out that there are optimal strategies that can
always solve the problem in two guesses. In order to apply
such a strategy, one should start with a code involving one
of the initial colors twice. For instance, [red-red-blue].
Making this guess will provide enough information to solve
the problem in the next guess. The reason for this is that,
given the initial situation, only three solutions are possible,
namely [red-blue-white], [blue-white-red] and [white-red-
blue]. And for each of these possible solutions, the guess
[red-red-blue] will receive a unique answer, namely [black-
white], [white-white], and [black-black], respectively.

A possible reason why none of the subjects used this
optimal strategy is that it seems unnatural for humans to
make a guess of which they know beforehand that it will not
be the correct solution. Starting in the way as described
above would feel like wasting a guess. Another reason may
be that it appears to be difficult (or at least, not very
attractive from a work load perspective) for the subjects to
start by exhaustively generating all possible solutions. If
they would do that, they would find out that the problem in
question is probably simpler than expected, involving only
three possible solutions. Still, some of the participants did
generate all possible solutions, but even they did not come
up with an optimal strategy.

8. Conclusion
This paper shows how given instances of empirical human
reasoning traces can be formalised and automatically
analysed against dynamic properties they fulfil. To this end
a variety of dynamic properties have been specified, some of
which are considered characteristic for the reasoning pattern
‘reasoning by assumption’ , whereas some other properties
can be used to discriminate between different approaches to
the reasoning. For the Master Mind experiments undertaken,
properties of the first, characteristic, type indeed hold for the
acquired reasoning traces. Properties of the latter,
discriminating type hold for some of the traces and do not
hold for other traces: they define subsets of traces that
collect similar reasoning approaches.

In addition to empirical traces, the analysis method can
be applied to traces generated by simulation models.
Dynamic properties found relevant for human traces can be
used to validate a simulation model, by generating a number
of simulation runs and checking the dynamic properties for
the resulting traces. This type of validation has been
exploited to validate a simulation model for reasoning by
assumption to solve the wise men puzzle in (Jonker and
Treur, 2003). Moreover, in (Bosse, Jonker and Treur, 2003)
a similar analysis approach has been used to validate a
simulation model for controlled multi-representational
reasoning involving arithmetic, geometric and material
representations.
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